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I. Introduction 

The mechanical properties of soil and rock in general have significant non-linearity, this is due to 
the very complex composition of soil and rock [1]. Therefore, conventional methods in geotechnical 
engineering cannot predict nonlinearity properties accurately. Soil and rock which are the basic 
materials in geotechnical engineering have varying properties which are very complex and uncertain, 
this happens because the physical processes of material formation vary widely and are influenced by 
many factors [2]. The modeling of the behavior of these geotechnical materials is very complex and 
is sometimes beyond the capabilities of most forms of engineering methods using conventional 
equations [3]. Along with the times, the pressure on the need for geotechnical engineering facilities is 
increasing with an increasing frequency, the industry urgently needs an effective method to analyze 
the properties of soil and rock, therefore a method is needed that can compensate for these pressure 
needs [4].  

Machine learning techniques are methods that are able to effectively solve complex and non-linear 
problems and avoid the drawbacks that might arise when using conventional methods. In machine 
learning, the computer can do its own learning to understand and identify trends in a broad data set 
and then use these trends to form models to predict unknown characteristics. The essence of machine 
learning is algorithms and many algorithms have been developed to date. Each algorithm has its 
advantages and disadvantages in solving a problem. Artificial neural network (ANN) is a popular 
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Artificial neural networks (ANN) are now widely used and are 
becoming popular among researchers, especially in the geotechnical 
field. In general, data normalization is carried out to make ANN 
whose range is in accordance with the activation function used. Other 
studies have tried to create an ANN without normalizing the data and 
ANN is considered capable of making predictions. In this study, a 
comparison of ANN with and without data normalization was carried 
out in predicting SPT values based on CPT data and soil physical 
properties on cohesive soils. The input data used in this study are the 
value of tip resistance, sleeve resistance, effective soil overburden 
pressure, liquid limit, plastic limit and percentage of sand, silt and 
clay. The results showed that the ANN was able to make predictions 
effectively both on networks with and without data normalization. In 
this study, it was found that the ANN without data normalization 
showed a smaller error value than the ANN with data normalization. 
In the network model without data normalization, RMSE values were 
3.024, MAE 1.822, R2 0.952 on the training data and RMSE 2.163, 
MAE 1.233 and R2 0.976 on the test data. Whereas in the ANN with 
data normalization, the RMSE values were 3.441, MAE 2.318, R2 
0.936 in the training data and RMSE 2.785, MAE 2.085 and R2 0.963 
in the test data. ANN with normalization provides a simpler 
architecture, which only requires 1 hidden layer compared to ANN 
without normalization which requires 2 hidden layer architecture. 
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algorithm among researchers these days, especially in geotechnical problems. ANN has three main 
advantages: first, the counting speed is high. Second, a strong fault-tolerant ability. Third, proficient 
in dealing with problems with complex solving rules [4].  

The approach to using ANN can be a recommendation for forecasting, especially in cases where 
theoretical modeling does not give the expected results [5]. Artificial neural networks (ANN) aim to 
model the behavior of the nervous system in the human brain. ANN is the most effective solution in 
solving complex and nonlinear data modeling. In the geotechnical field, the problems that develop 
generally have many variables which make it difficult for modeling using conventional mathematics. 

An artificial neural network can be defined as a group of processing elements in a group that 
specifically makes its own calculations and gives the results to the second or next group. Each sub-
group according to its turn must make its own calculations and provide the results for the subgroup or 
group that has not done the calculation. In the end, a group of one or more processing elements 
produces output (output) from the network. the basis of the ANN learning rules is the variation on 
neural connections. the point is that if two neurons are activated at the same time, the synaptic link 
between them is strengthened [6]. The basic characteristics of an ANN are (1) Precise precision of 
any nonlinear equation, this is possible as long as the network structure and the appropriate transfer 
function are given. By studying sample data, the network can solve any nonlinear equation. (2) Fault 
tolerance: each neuron will store the information provided by the network. Each piece of network 
information has an equipotential distribution in the information storage so that the network can still 
recover lost information. This makes the memory function associative and fault-tolerant of network 
errors (3) Learning adaptability: the connections between neurons in the network are malleable and 
diverse. Networks can be set up through instructional training according to information processing 
needs. (4) Parallel processing: at the same time, each unit on the network can perform similar 
processing and large-scale information processing methods are carried out on the entire parallel 
network. This massive parallel network processing capability allows the network to solve complex 
problems. 

The artificial neural network architecture consists of an input layer, in which this layer consists of 
neurons that are designed according to the model of the problem to be solved. The second is the output 
layer, where this layer consists of neurons that are the desired output or result from training or 
simulation results on the network. Between the input layer and the output layer there is a hidden layer, 
where increasing the number of hidden layers can increase accuracy and reduce errors, but also 
complicate the network as it increases network training time. By increasing the number of neurons in 
the hidden layer is also one way to improve network performance. Increasing the number of neurons 
in this hidden layer makes the training effect easier to observe and adjust than by increasing the 
number of hidden layers. 

In recent years, ANN has become a popular method among researchers in solving geotechnical 
modeling problems. Several related studies such as predictions on foundation problems, that is 
prediction settlement of shallow foundation [7], axial capacity of pile foundation [8], pile drivability 
[9], pile bearing capacity [10], shaft and tip resistance concrete piles [11]. ANN has also been widely 
used to predict several physical and mechanical properties of soil such as prediction of soil 
classification [12], compaction [13], soil deformation [14], Compression coefficient value [15], 
compression index and compression ratio [16], bearing capacity [17], unit weight [18], compressive 
strength [19][20], recompression index [21], elastic settlement [22], soil layers [23], clay sensitivity 
[24], and electrical resistivity of soil [25]. In soil improvement, ANN has also been widely used such 
as slope stability [26][27] and soil stabilization [28]. Other related research such as prediction on 
liquefaction potential [29][30] and ground vibrations [31]and also prediction SPT value [32][33][34].  

One of the basic elements of ANN is the activation function. The activation functions commonly 
used are the binary sigmoid and bipolar sigmoid activation functions. The activation function will 
carry an infinite range of input values to a finite output. To bring a range of output values into the 
input range, input data is normally normalized, that is, converting the data into a range of its activation 
function. The binary sigmoid activation function has a value range between 0 to 1 and the bipolar 
sigmoid activation function has a value range between -1 to 1. Previous research has made ANN 
models to predict SPT values on cohesive soils based on CPT data and soil physical properties data 
by doing data normalization. In subsequent studies, Fernando et al. (unpublished) have also conducted 
a similar study using the same data without normalizing the data. The results of this study indicate 
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that ANN is still capable of modeling the given equation. In this article, we will compare the making 
of an artificial neural network model using the same data in research by Nugroho et al. (unpublished) 
and Fernando et al. (unpublished) comparing the results between normalizing the data and without 
normalizing the data.  

II. Research Metodology 

A. Literature Review 

Research by Nugroho et al. (unpublished) regarding the prediction of SPT values based on CPT 
data and soil physical properties by normalizing the data shows that ANN is the best solution in 
predicting SPT values with a small error value compared to predictions using conventional correlation. 
This study uses 244 data from SPT testing, CPT testing and laboratory testing. This data is a test 
conducted with study locations in several areas on the island of Sumatra, Indonesia. The input data 
used in this study are the value of tip resistance (qc), sleeve resistance (fs), effective soil overburden 
pressure, liquid limit, plastic limit and percentage of grains of sand, silt and clay. The output data in 
this study is the SPT value. In this study, the values of RMSE, 3.441, MAE 2.318 and R2 0.9358 for 
training data and RMSE 2.785, MAE 2.085, R2 0.9666 for test data were obtained. The neural model 
was developed with a network architecture of 1 hidden layer and 20 neurons in the hidden layer with 
Backpropagation algorithm and the bipolar sigmoid activation function. 

Fernando et al. (unpublished) also conducted a study to predict the value of SPT based on CPT 
data and soil physical properties using the same test data as research by Nugroho et al. But in this 
study, an artificial neural network was created without normalizing the data. The results showed that 
ANN was still able to predict SPT values with a small error value compared to predictions using 
conventional correlation. In the training data, the RMSE value was 3.278, MAE 1.783 and R2 0.9451, 
while in the test data, the RMSE for ANN was 2.012, MAE 1.328, R2 0.9792. The best performing 
artificial neural network model in this study is an artificial neural network with backpropagation 
algorithm, bipolar sigmoid activation function, traincgb training function, network architecture with 
2 hidden layers, 16 neurons in hidden layer 1 and 8 neurons in hidden layer 2. Will However, in 
making an artificial neural network model without normalizing the data, it requires increasing the 
number of hidden layers to 2 hidden layers, while in making artificial neural networks with data 
normalization only one hidden layer is needed to get the best performance network.  

B. Data Collection 

The data used in this study are data obtained from previous studies by Nugroho et al. (unpublished) 
and Fernando et al. (unpublished). The input variable used is also equated with the research, which 
consists of 8 input variables, namely value of tip resistance (qc), sleeve resistance (fs), effective soil 
overburden pressure, liquid limit, plastic limit and percentage of grains of sand, silt and clay.  

C. Making Neural Network Model 

The process of creating an artificial neural network is carried out using the Matlab application. In 
this article, it will create an artificial neural network by normalizing data and without normalizing 
data. The network model to be developed will be created using the same data as previous research by 
Nugroho et al. (unpublished) and Fernando et al. (unpublished). Then the results of the artificial neural 
network were compared with data normalization and without data normalization. The network 
creation aims to prove previous research using the same algorithm, that is the Backpropagation 
algorithm and the same activation function, that is the bipolar sigmoid activation function, as well as 
the same training function namely traincgb, but variations will be made on the network architecture. 
Determining the network architecture is done by varying the number of hidden layers and also the 
number of neurons in the hidden layer. The reference number of hidden layers is between 1 and 2 
hidden layers and the number of neurons in the hidden layer is between 8, 16 and 20 hidden layers 
according to previous research by Nugroho et al. (unpublished) and Fernando et al. (unpublished). 
The network with the best performance is the network that has the smallest error value and the 
correlation coefficient value that is close to 1. In this study we will use the RMSE and MAE values to 
see the network error rate and the R2 value to see the correlation strength value between the predicted 
results and the original value. To calculate the RMSE value you can use (1) and to calculate the MAE 
value using (2). 
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𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑓𝑖 − 𝑦𝑖)2𝑛

𝑖=1                      (1) 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑓𝑖 − 𝑦𝑖|𝑛

𝑖=1                      (2) 

Where RMSE is Root Mean Square Error, MAE is Mean Absolute Error, fi is original value, yi is 
predictive value, n is amount of data. 

III. Result and Discussion 

The results and discussion of the networks that have been developed are as follows: 

A. ANN with Data Normalization 

Table 1.  ANN Architecture with 1 Hidden Layer in ANN with data normalization 

Neurons 
Training Data Testing Data 

RMSE MAE R2 RMSE MAE R2 
8 4.356 2.752 0.897 4.756 3.038 0.909 
16 4.691 2.655 0.883 4.431 3.125 0.899 
20 3.441 2.318 0.936 2.785 2.085 0.963 

 

Table 2.  ANN architecture with 2 hidden layers in ANN with data normalization 

Neurons Training Data Testing Data 
Hidden 
Layer 1 

Hidden 
Layer 2 

RMSE MAE R2 RMSE MAE R2 

8 8 4.046 2.622 0.912 1.982 1.573 0.983 
16 8 3.962 2.530 0.916 2.506 1.850 0.971 
16 16 4.553 3.116 0.889 2.534 1.837 0.970 
20 8 5.511 3.354 0.835 5.982 2.753 0.825 
20 16 4.590 3.016 0.885 2.566 1.607 0.973 
20 20 4.889 3.215 0.870 3.177 1.997 0.954 

 

 The network with the best performance is the network that has smaller errors and regression 
correlation whose value is getting closer to 1. Based on Table 1 and Table 2, the best performing 
network is the network that has 1 hidden layer architecture with 20 neurons in hidden layer. 

                                            (a)                                                                        (b) 

Fig. 1. N-SPT prediction VS N-SPT original on ANN with data normalization 

(a)Training Data (b) Test Data 

 

 Fig. 1 and Fig. 2 are graphs of the relationship between the predicted SPT values and the original 
SPT values on the training data and on the test data. In this graph it can be seen that ANN has a strong 
regression equation which is indicated by the R2 value which is getting closer to 1, where the training 
data shows R2 0.936 and the test data gets R2 0.963. 

 Furthermore, in Table 3, the prediction of the SPT value will be carried out using input data taken 
randomly from the data held. 
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Table 3.  Example of prediction results of SPT value using ANN with data normalization 

No 
Input Data 

Output 
Original 

Output 
ANN  

Difference 
qc

a fs
b σ'0c LLd PLe Sf Mg Ch N-SPTi N-SPT 

(kPa) (kPa) (kPa) (%) (%) (%) (%) (%) (blows/ft) (blows/ft) 
1 98.10 9.81 35.25 43.67 31.97 4.92 91.11 3.97 1 1.19 0.19 
2 1695.73 88.99 96.54 25.33 20.43 43.40 46.69 9.91 5 3.82 1.18 
3 8632.80 303.92 302.10 49.54 27.46 0.80 12.85 86.35 10 8.86 1.14 
4 3783.86 38.54 309.18 45.35 32.35 6.34 45.63 48.03 16 16.04 0.04 
5 3561.78 153.94 70.25 85.70 51.70 2.80 53.41 43.79 21 19.23 1.77 
6 6005.12 153.46 271.19 71.27 32.57 2.02 18.26 79.72 24 25.85 1.85 
7 5275.30 67.41 49.78 73.30 30.98 7.88 6.90 85.22 26 25.62 0.38 
8 14006.50 245.25 186.30 74.40 39.60 0.52 25.60 73.88 31 32.33 1.33 
9 11097.56 106.68 422.11 36.25 16.53 3.16 21.80 75.04 29 29.95 0.95 

10 4227.22 420.05 328.76 49.14 29.02 3.42 46.32 50.26 34 34.64 0.64 
11 15728.70 179.03 67.03 25.84 21.37 47.88 45.14 6.98 39 36.86 2.14 
12 8647.89 426.11 131.22 75.07 30.35 3.36 8.86 87.78 45 48.51 3.51 
13 5715.16 157.96 185.43 76.53 32.96 0.12 94.35 5.53 49 49.38 0.38 
14 8158.65 163.50 356.78 50.64 25.86 37.82 6.74 55.44 56 52.00 4.00 
15 19620.00 392.40 327.90 49.01 29.00 3.42 46.32 50.26 60 59.84 0.16 

a. Tip resistance 

b. Sleeve resistance 
c. Effective soil overburden pressure 

d. Liquid limit 

e. Plastic limit 
f. Percentage of grains of sand 

g. Percentage of grains of silt 

h. Percentage of grains of clay 
i. SPT value 

 

B. ANN Without Data Normalization 

Table 4.  ANN Architecture with 1 Hidden Layer in ANN without data normalization 

Neurons 
Training Data Testing Data 

RMSE MAE R2 RMSE MAE R2 
8 5.954 3.774 0.807 4.235 2.247 0.938 
16 4.035 2.397 0.911 4.306 2.384 0.925 
20 5.615 3.537 0.829 2.840 2.316 0.972 

 

Table 5.  ANN architecture with 2 hidden layers in ANN without data normalization 

Neurons Training Data Testing Data 
Hidden 
Layer 1 

Hidden 
Layer 2 

RMSE MAE R2 RMSE MAE R2 

8 8 5.14 3.226 0.857 2.453 1.828 0.982 
16 8 3.194 1.772 0.947 2.212 1.514 0.975 
16 16 4.984 3.125 0.866 3.665 2.019 0.951 
20 8 5.806 3.915 0.817 4.797 2.790 0.933 
20 16 3.446 2.267 0.936 2.186 1.603 0.978 
20 20 3.024 1.822 0.952 2.163 1.233 0.976 

 

 Based on Table 4 and Table 5, it is found that the network with the best performance is a network 
that has 2 hidden layer architecture with 20 neurons in hidden layer 1 and 20 neurons in hidden layer 
2. In this network model, the RMSE values were 3.024, MAE 1.822, R2 0.952 on the training data and 
RMSE 2.163, MAE 1.233 and R2 0.976 on the test data. 
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                                            (a)                                                                        (b) 

Fig. 2.  N-SPT prediction VS N-SPT original on ANN without data normalization 

(a)Training Data (b) Test Data 

 

 Fig. 1 and Fig. 2 are the relationship between the predicted SPT values using ANN and the original 
SPT values on the training data and test data. Based on this figure, it can be seen that ANN is able to 
predict the SPT value without normalizing the data efficiently. This can be seen based on the value of 
the regression equation R2 which is close to 1 where the training data obtained the value of R2 0.952 
and the R2 test data was 0.976. 

Table 6.  Example of prediction results of SPT value using ANN without data normalization 

No 

Input Data 
Output 

Original 
Output 
ANN  

Difference 
qc fs σ'0 LL PL S M C N-SPT N-SPT 

(kPa) (kPa) (kPa) (%) (%) (%) (%) (%) (blows/ft) (blows/ft) 
1 98.10 9.81 35.25 43.67 31.97 4.92 91.11 3.97 1 0.99 0.01 
2 1695.73 88.99 96.54 25.33 20.43 43.40 46.69 9.91 5 5.17 0.17 
3 8632.80 303.92 302.10 49.54 27.46 0.80 12.85 86.35 10 9.81 0.19 
4 3783.86 38.54 309.18 45.35 32.35 6.34 45.63 48.03 16 11.13 4.87 
5 3561.78 153.94 70.25 85.70 51.70 2.80 53.41 43.79 21 21.95 0.95 
6 6005.12 153.46 271.19 71.27 32.57 2.02 18.26 79.72 24 22.75 1.25 
7 5275.30 67.41 49.78 73.30 30.98 7.88 6.90 85.22 26 28.27 2.27 
8 14006.50 245.25 186.30 74.40 39.60 0.52 25.60 73.88 31 29.47 1.53 
9 11097.56 106.68 422.11 36.25 16.53 3.16 21.80 75.04 29 30.67 1.67 

10 4227.22 420.05 328.76 49.14 29.02 3.42 46.32 50.26 34 36.57 2.57 
11 15728.70 179.03 67.03 25.84 21.37 47.88 45.14 6.98 39 38.89 0.11 
12 8647.89 426.11 131.22 75.07 30.35 3.36 8.86 87.78 45 47.65 2.65 
13 5715.16 157.96 185.43 76.53 32.96 0.12 94.35 5.53 49 45.29 3.71 
14 8158.65 163.50 356.78 50.64 25.86 37.82 6.74 55.44 56 53.78 2.22 
15 19620.00 392.40 327.90 49.01 29.00 3.42 46.32 50.26 60 62.23 2.23 

 

IV. Conclusion 

Based on the research results, it was concluded that ANN was able to solve modeling problems in 
predicting SPT values using CPT data and soil physical properties either by normalizing data or 
without data normalization. In the network model with data normalization, the best performance 
network is a network with 1 hidden layer architecture with 20 neurons in hidden layer. In the training 
data, the RMSE values were 3.441, MAE 2.318, R2 0.936, and the test data obtained were RMSE 
values 2.785, MAE 2.085 and R2 0.963. In the network model without data normalization, the best 
performance network is a network with 2 hidden layers, hidden layer 1 consists of 20 neurons and 
hidden layer 2 consists of 20 neurons. In the training data, the RMSE values were 3.024, MAE 1.822, 
R2 0.952, and the test data obtained were RMSE values 2.163, MAE 1.233 and R2 0.976.  

Both of these methods, that is ANN with data normalization and without data normalization, can 
be selected when modeling an artificial neural network by taking into account the advantages and 
disadvantages of each method. Based on the smallest error value, ANN without normalization gives 
a smaller error value than ANN with normalization. If based on network architecture, ANN with 
normalization provides a simpler architecture, which only requires 1 hidden layer compared to ANN 
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without normalization which requires 2 hidden layer architecture. Both methods can be used which 
can be adjusted according to the objectives and approach you want to use. 
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